
Bicycodes E a b c d

def Given an alphabet Ʃ a binary code
is a

function f Ʃ 0,1

ex Morse code ASCII Braille

Suppose you have a message where the letter a

occurs 50 of the time b 30 and c 20

Which is the best binary encoding of Ʃ a b c

A f a 00 B f a 0 C f a 0

f b 01 f b I f b 10

f c 10 f c 01 f c 11



f a 00 B f a 0 f a 0

f b 01 f b I f b 10

f c 10 f c 01 f c 11

Clear for decoding Ambiguous for No ambiguity
but doesn't decoding for decoding
take advantage of C average bits Per

of different prob ab is small

of bits
in fli

Average letter length L f Eq fci p
i

2 5 2 3 2 2 2
ex f a Pla f b 1 p b f c PCs

1 i 5 2 3 2 2 1.5



Binary Trees Binary Codes
root

a 0

f b 01 f
f c 11 0

a 01
01

b ET
Ambiguity arises if multiple letters lie on same path

def A code is prefix free if all letters are

at leaves in corresponding binary tree



Merge Trees to Create Prefix Free Cooles

O fi
Nfw

25

W
f

f

É



IIBinaryEnodingProbem
Input Ʃ alphabet of symbols

p Ʃ R probabilities frequencies for
each symbolOutput

f 0,1 such that

f is prefix free constraint

minimize average letter length f

Objective
function



HuffmanisAlgorithe 0cm

For each ie Ʃ O n

1
Create a tree with node labelled i

og
Give tree weight p

i

While there is more than one tree in our forest

I afraid
withsmallestweightfond.siii i i

code

bus What is the average letter length of your
c 2 code 2.25

What is the runtime of Huffman's in terms of
121 n Ideas to improve

Why greedy Midd Bucket list



i
Tree object ff

t

DEBBY
I

Node Object

fm.ttjfat
DIE

7K



HHI.fi gorith
Create a tree with one node label i Ochlogh
Give tree weight p i

While there is more than one tree O n

Nye Hwotreeswithsmallestweights TE9dODI.atweight of merged tree to be sum of weights
Reinsert into heap O log n

Minteap to store trees 04109TInitialize n items in heap Ochlogn

Pop min value off heap O log n
Push new item into heap O log n

Why greedy



ftp.Y 9orithm

Create a tree with one node label i

Give tree weight p i

While there is more than one tree n

Merge two trees with smallest weights
Set weight of merged tree to be sum of weights

Improve runtime



Thu Huffman's Algorithm produces a prefix free code

that minimizes average letter length

Pf We will prove correctness by induction on n Ʃ

Basease If a 2 there are two letters a b

Huffman

This is optimal because there is no code with less than I

bit per letter



Inductive step Assume for induction that Huffman'salg
is optimal for any alphabet with k characters Consider
an alphabet Ʃ sit.IE ktl

Let a b be letters with smallest weight in Ʃ
Define Ʃ Ʃ a b U a b Note EY K
Set p a b p a p b is a single letter

ex

Ʃ e f g h p e p f p g IS Pch 05

then



ex

Ʃ e f g h p e p f 7 p g IS Pch 05

Ʃ elh gif plea 15 p f 7 p g IS

Ʃ Huffman Ʃ
I 7 15 05

7 15

3

sep



In general
Ʃ

IT 1

To

By inductive assumption T is optimal because it has
K characters and was produced by Huffman's

Lemma There is an optimal tree for Ʃ where a b

are siblings



Suppose for contradiction that T is not optimal Let
T be optimal with a b siblings can do this by

Lemma Define
E E

1 A

I

0 10 dtt

p a p b dThen
LIT Eg

d i

L T
Epp i d i



So
L T L T

Similarly
L T L T

Thus
L T L T L T L T

Rearranging T L T

This is a contradiction because



Lemma There is an optimal tree for Ʃ with a b

characters with smallest p values siblings




