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Abstract—A Service Level Agreement (SLA) is a contract
between a Service Provider (SP) and a customer that typically
includes the customer requirements that the SP guarantees,
the fee paid to the SP if the requirements are satisfied, and
the penalty incurred by the SP if they are violated. Since an
important requirement is the customer’s service availability, we
focus on routing and admission control in WDM backbone net-
works to improve the SP’s ability to meet customers’ availability
requirements.

Previous researchers used statistical path availabilities to
satisfy SLA requirements. A more accurate measure is the actual
probability that the request will satisfy the SLA requirements.
Furthermore, since typically the SP’s goal is to maximize profit,
a good admission control policy should also consider the prof-
itability of the request.

We study the problem of provisioning connection requests
to maximize profit. We propose a two-step solution to this
problem: first, efficient SLA-aware routing and second, intelligent
admission control. For the SLA-aware routing, we consider both
single path and pair of paths (one primary and one backup) so-
lutions that route the request while minimizing the SLA violation
probability. For the admission control, we propose a model to
express the profitability of a request and an admission control
policy that considers the violation probability and profitability
to determine if and how the request should be admitted. Our
results show that our solution provisions more requests, satisfies
more SLA requirements, and yields more expected profit than
the traditional approach.

I. INTRODUCTION

A Service Level Agreement (SLA) defines performance
guarantees made by a network service provider (SP) to its
customers. It typically includes the user requirements that
the SP guarantees to provide, the fee paid to the SP if the
requirements are satisfied, the penalty incurred by the SP
(usually in the form of a rebate to the customer) if they
are violated, and the length of time the agreement holds
(referred to as the penalty period). An important Quality
of Service (QoS) guarantee typically included in the SLA
is the customer’s service availability. Since large companies
often outsource their IT infrastructure to third party SPs, the
implications of not meeting SLA guarantees can be serious: a
disruption in service can result in significant revenue loss to
both the customer and provider. However, since realistically,
it may be difficult (and expensive) to satisfy every customer’s
request, typically, the SP’s goal is to provision requests such
that profit is maximized.

Previous researchers have proposed availability-based ap-
proaches to meeting SLA requirements [2, 10, 17]. Specifi-
cally, if a path with availability higher than the availability
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requirement is found, the path is selected to service the
request. However, since availability is a statistical average,
this approach is not precise: although a link’s failure prob-
ability is modeled as uniform over time, failures actually
occur at random instants. Rather than statistical availabilities,
the admission decision should consider the probability that
a request will satisfy its SLA requirements. Furthermore,
this availability-based approach fails to consider all of the
factors defined in the SLA. Since typically, the SP’s goal
is to maximize profit, it is important to consider not only
availability satisfaction, but also the economics of the service
requests. For example, requests that are likely to yield high
profit without consuming excessive valuable resources should
be admitted over requests that yield low profit compared to
their resource consumption. Therefore, the SP should use an
intelligent admission control policy that judiciously determines
which requests are likely to be most profitable. An SP may find
that in a highly congested network where resources are scarce,
rejecting a few requests may allow better future requests to be
admitted, ultimately yielding higher profit.

Clearly, the expected profitability of a request depends on
its SLA fee and penalty, and the probability that the request
meets the availability requirement during the penalty period.
However, profitability also depends on the costs incurred by
the network for admitting the request. This cost, which we
refer to as opportunity cost, should reflect both the cost of
the resources used to route the current request, and how these
resources will affect the admission decision of future requests.
In an online setting where future requests are not known in
advance and several factors (eg. load, link demand/congestion,
bandwidth usage) affect the network, determining an exact
model for the opportunity cost is difficult. Therefore, a model
that can effectively estimate a request’s opportunity cost is
important.

Our goal is to efficiently route (or reject) SLA requests to
maximize overall profit. We propose a two-step solution to
this problem: first, efficient SLA-aware routing, and second,
intelligent admission control. Since single path solutions may
not always be reliable enough to meet SLA requirements, we
look for two routing solutions: (1) a single path and (2) a pair
of paths (pair-paths), that route the request while minimizing
the SLA violation probability. For the admission control, we
evaluate the profitability of a request to determine whether
it should be admitted. To do this, we first propose a model
that effectively expresses the opportunity cost of a request.
We then propose an admission control policy that considers
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the opportunity cost along with violation probability of both
routing solutions (single path and pair-paths) to determine
if the request should be admitted, and if so, which solution
will be more profitable. Our simulation results show that our
algorithm provisions more requests, satisfies more SLA re-
quirements, and yields more expected profit than the traditional
availability-based approach.

Our approach allows SPs to adjust parameters based on
their customer’s specific needs. For example, SPs who service
hospitals or other institutions with critical needs may need
to always provide highly reliable service, whereas SPs who
provide entertainment services may be able to provide less
reliable service without losing revenue. To investigate how our
admission control policy performs for various parameters, we
compare three variations of the policy: (1) Admit-All, where
all requests that can meet their bandwidth requirement are
admitted regardless of their violation probabilities, (2) Admit-
Most, where the requests that are likely to be most profitable
are admitted, and (3) Admit-Few, where only requests with
the highest SLA satisfaction probabilities are admitted. We
found that for our settings (which are similar to those used in
previous studies such as [6, 9, 11, 14]) the Admit-Most policy
was most beneficial as it yielded both high expected profit and
low violation rate. Our main contributions are as follows:

• We propose a new SLA-based approach to routing and
admission control. Unlike previous approaches that ig-
nore many aspects of the SLA, our algorithm uses SLA
specifics to estimate the expected profit of the current
request and its impact on future requests.

• We propose an efficient routing approach that finds paths
with low violation probability. Our routing algorithm also
reduces link congestion.

• We propose an intelligent admission control algorithm
that aims to maximize profit by accepting requests based
on their expected profitability.

• We compare our algorithm to a traditional availability-
based approach and find that it performs significantly
better in terms of admittance, overall satisfaction, sat-
isfaction among admitted requests, and expected profit.

The remainder of this paper is organized as follows. Sec-
tion II discusses previous SLA-related research. Section III
describes the SLA-provisioning problem we are considering.
Section IV describes our provisioning algorithm and Section V
discusses the results of our algorithm. Finally, Section VI
provides a summary of our work.

II. RELATED WORK

Many researchers have studied various approaches to satis-
fying SLAs with different requirements ([4, 5, 8, 13–16]).

The authors of [15] consider the problem of satisfying SLAs
with survivability requirements. Their goal is to minimize the
number of wavelengths used while maximizing the number of
satisfied connections. The authors assume that the SLA of each
request indicates whether the request should be satisfied with
a single path or two paths where one is the primary path and
the other is a link-disjoint back up path (ie. full protection).
One drawback to this approach is that the SP does not have
full control over resource management. For example, the SP

may have to use valuable network resources to satisfy a a
request that requires full protection but yields low revenue,
which may cause more profitable requests to be blocked in the
future. Furthermore, the algorithm proposed in [15] assumes
that survivability is the only SLA metric, and does not consider
availability, bandwidth, or pricing.

In [8], the authors estimate SLA violation probabilities
based on SLA requirements, link availabilities, and failure
repair times. They find that SLA violation is greatly influenced
by the availability requirement and the repair time. The authors
of [14] present an algorithm for reducing SLA violation
probability using shared-path protection. The authors of [16]
also consider satisfying availability requirements with shared-
path protection. They use a Markov model to estimate the
SLA violation probability based on the required availability,
link availability, failure repair times, and the penalty pe-
riod. However, they do not consider the effect of bandwidth
requirements. In [4], the authors consider satisfying SLA
requirements using multipath provisioning while minimizing
jitter. Although each of these studies examine variations of
SLA satisfaction, none consider the economics of SLAs.

The authors of [3] use Integer Programming to propose a
model for satisfying path availabilities while minimizing an
operational cost that is based on the number of lightpaths
used to satisfy the request. However, their model attempts
to only maximize the path availability and makes no QoS
guarantees. The authors of [13] propose an algorithm for min-
imizing SLA violations while maximizing profit. They employ
reprovisioning, where high-priority connections may preempt
backup resources from low-priority resources. Although they
consider the revenues and fees of a request, their analysis
does not account for future cost implications of satisfying the
request (ie. opportunity cost).

The authors of [5] present a profit-analysis model and
compare SLAs with varying protection requirements. They
find that providing mixed service (ie. full protection for some
requests while no protection for others) is most profitable.

Our work focuses on satisfying availability requirements of
SLAs while achieving high profit. The authors of [1, 2, 10, 17]
proposed satisfying availability requirements by considering
only path availabilities: if a path with availability higher than
the requirement is found, the request is accepted. However,
since path availabilities are statistical averages, they do not
reflect the randomness of network failures, and therefore may
not provide a complete measure of path reliability. Therefore,
we base the admission decision on the actual probability that
the request will satisfy the SLA requirements. Since our goal
is to minimize SLA violations while maximizing profit, we
also consider the profitability of the request. In our model, we
consider both the direct costs of a request and the cost incurred
by the network for admitting the request (ie. the opportunity
cost). To our knowledge, this is the first work to consider
both SLA satisfaction probability and opportunity cost-based
profitability for routing and admission control.



3

III. SLA-BASED PROVISIONING

A. Problem Statement

In the SLA-based provisioning problem that we study,
bandwidth requests arrive dynamically and each request must
be scheduled (or rejected) as it arrives. Once a request has been
scheduled, it cannot be rerouted. Each connection request is
associated with a SLA that declares the source, destination,
bandwidth requirement, penalty period (the length of time
the agreement holds), and availability requirement, which is
often expressed in terms of an allowed downtime (ADT). The
SLA also declares the fee obtained by the SP for meeting the
availability requirement and the penalty incurred by the SP
for violation. For each request, the SP must decide whether to
admit the request, and if so, how to route it. The network is
represented by a directed graph G = (V,E), where V is a set
of vertices and E is a set of edges such that each edge in E has
an availability in (0, 1) and a non-negative integer capacity.
Connection requests are of the form <s, d, b, a, T, f, y >,
where s, d ∈ V , s is the source, d is the destination, b is the
bandwidth requirement, and a is the availability requirement.

***Revised*** At the end of the penalty period, T , the
customer and the SP determine if the customer owes a fee or
if the SP must pay a penalty. ***End Revised***

The fee, f , is paid by the customer if the SP provides a
connection that satisfies the availability requirement during the
penalty period; otherwise, the penalty y is paid by the SP if
it is unable to meet the requirement.

Our solution has two major components: first, we use an
effective SLA-aware routing algorithm to find good paths
with low violation probability; second, we use an intelligent
admission control policy that admits requests based on their
expected profit and an estimate of the value of the network
resources they use.
B. SLA-Based versus Availability-Based Provisioning

Previous researchers proposed methods of satisfying SLA
requirements based on path availability: if the overall statistical
availability of a path is greater than the availability requirement
of the SLA, the path may be selected to service the request.
Since availability, a statistical average, may not accurately
describe a link’s failure probability, our algorithm chooses
paths based on their estimated SLA violation probability.

Formally, we define an SLA violation as the event that the
actual downtime of a request exceeds the allowed downtime
(ADT). We assume that link failures and failure repair times
follow known distributions, and that failures occur indepen-
dently (an interesting extension of this work would consider
shared risk link groups). For a given request r, if ar is the
required availability and Tr is the penalty period, then the
ADT is (1− ar)× Tr. For a single path, the actual downtime
is the sum of the downtimes from each failure that occurs
on the path. For a pair of paths, where one path is the
primary path, and the other is a backup in case the primary
fails, the downtime is the total time that the paths are down
simultaneously.

Figure 1 provides an example that illustrates why path
availability may not be an accurate measure of SLA satis-
faction probability. In the example, suppose a request r is

Fig. 1. Although paths P1 and P2 have equal availabilities, they have unequal
MTTRs and MTBFs, so their SLA satisfaction probabilities are unequal.

issued from s to d with Tr = 30 days and ADT of 3 hours
(ar ≈ 0.996). Let P1 and P2 denote two paths with equal
availabilities of 0.997, and exponentially distributed mean
times to repair (MTTR) of 4 hours and 8 hours, respectively.
Since the MTTRs for P1 and P2 are unequal, the mean times
between failures (MTBF) will also be unequal, so P1 and P2

will have unequal SLA satisfaction probabilities. Specifically,
the satisfaction probabilities for P1 and P2 are 0.803 and
0.837, respectively, so P2 is the better choice.

IV. OUR SLA-BASED PROVISIONG ALGORITHM

A. SLA-Based Routing Algorithm

Our routing strategy aims to find paths that minimize SLA
violation probability and maximize profit. Given a connection
request, our routing algorithm searches for two solutions: (1)a
single path with minimum violation probability and (2) a pair
of paths (where one path is the primary path and the other is a
backup in case the primary fails) with minimum joint violation
probability. It then chooses the solution that maximizes the
expected profit (we describe expected profit in Section IV-C.

We first describe how our algorithm estimates the violation
probabilities for a single path and a pair of paths. Let r denote
a connection request with ADT ADTr, and let P denote a
single path used to route r. If DTP is the actual downtime
on P , then we denote the probability that using P to route
request r violates the SLA as Pr(DTP > ADTr). If r
is routed with two paths P1 and P2 such that P1 is the
primary path, and P2 is used as a backup path in case P1

fails, then the SLA is violated if the time that P1 and P2 are
simultaneously down exceeds the ADT . If DTP1,P2 denotes the
total simultaneous downtime of P1 and P2, then we denote the
probability that P1 and P2 violate r as Pr(DTP1,P2 > ADTr).
To estimate the violation probabilities, our algorithm assumes
that all failures (ie. multiple failures on the same path, and
failures on multiple paths) arrive independently. Our algorithm
assumes that failure repair times follow a specific distribution.
We focus on the exponential distribution, but also test our
algorithm when it assumes other distributions for failure repair
times. (Derivations for SLA violation probabilities have been
omitted due to space constraints.)

We now describe how our algorithm finds the candidate
solutions. Our routing algorithm starts by assigning each link
ℓ ∈ E, an artificial cost wℓ (initially set to 1). To find the
single path solution, our algorithm creates a large set of cheap
paths between the source and destination and chooses the
path that has enough free capacity to meet the bandwidth
requirement and minimum violation probability. For the pair-
paths solution, we use the technique proposed in [9] to create
a large set of pairs of cheap disjoint paths between the source
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and destination. The basic idea of this technique is to first find
a set S containing cheap disjoint paths between the source s
and destination d. Then by splicing together subpaths of paths
in S, we create a large collection of cheap s− d paths. From
this collection of cheap paths, we extract pairs of disjoint
paths. From this set, we choose the pair with enough free
capacity on each path and minimum joint violation probability.

Once the algorithm determines the candidate solutions, it
computes the opportunity cost and expected profit of each
(described below) and selects the solution that maximizes the
expected profit.

***Revised (added)***

B. Reducing Congestion

In addition to minimizing violation probability, our routing
algorithm also aims to reduce link congestion. When a link ℓ,
is used, we increment its cost, wℓ. Furthermore, when a request
departs a link, we decrement its cost. Therefore, congested
links will have high costs and will therefore be less likely
to be chosen for a future request. This technique is easy to
implement and (based on simulations) significantly improves
the performance of our algorithm in terms of both satisfaction
probability and profit. ***End Revised***

C. Admission Control

1) A Model for Opportunity Cost: Our admission control
policy measures the profitability of a request based on its fee,
penalty, probability of SLA satisfaction, and opportunity cost.
An exact model for the opportunity cost is difficult to devise,
but should reflect both the marginal cost of the resources used
to route the request and the future cost implications of using
these resources. Using resources to satisfy the current request
may either (1) prevent us from satisfying certain requests in
the future, or (2) force us to use less reliable links to satisfy
future requests, causing these connections to be less reliable.
In either case, although the use of costly resources may yield
a higher profit for the current request, it can result in lower
profits for future requests.

Our model for the opportunity cost reflects not only the
network resources consumed but also the demand for these
resources: high demand resources are considered more costly
than low demand ones. Since the cost wℓ of link ℓ (described
in Section IV-A) reflects the number of times ℓ has been used,
it measures the demand for link ℓ. Similarly, requests that
require high availability links are considered more costly than
those that can be satisfied with less reliable links.

Let P̄ denote the path or pair of paths found to route request
r. We define the opportunity cost, Cr of r as follows:

Cr = b · 1

1− aP̄
·
∑
∀ℓ∈P̄

wℓ (1)

where b is the bandwidth requirement, aP̄ is the availability1

of P̄ , and wℓ is the cost of link ℓ, or the number of times the
link has been used to route a request.

1The joint availability of two paths with availabilities a1 and a2 is a1 +
(1− a1)a2.

This opportunity cost model reflects both the marginal costs
of the request and the future cost implications. The marginal
cost is indicated by the bandwidth consumption. The future
cost is indicated by the relative value of the resources used:
requests that use highly available paths or links that are in
high demand will have higher opportunity costs.

2) Profit-Based Admission Policy: Our admission control
policy determines the profitability of a request based on its
opportunity cost and its expected profit. Again, let P̄ denote
the path (or pair of paths) found to route a request r. Let DTP̄

denote the experienced downtime on P̄ and let ADTr denote
the ADT for r. Formally, the expected profit, Er of request r
is:

Er = fr − Pr(DTP̄ > ADTr) · yr (2)

where fr is the fee paid to the SP if request r is satisfied and
yr is the penalty paid by the SP if r is violated.

The goal of our admission control policy is to admit requests
with high expected profit compared to their resource usage.
Our admission control policy works as follows. We first
determine the expected profit for one unit of opportunity cost
for a typical request using an admission policy that accepts
all requests. This value, which we refer to as the global
normalized profit (GNP), measures how much expected profit
a typical request should yield in return for its resource usage.
We use the GNP to determine the relative profitability of
connection requests. For each request, we first find 2 candidate
routing solutions: a single path P , and a pair of paths P1 and
P2 (see Section IV-A for more details). For each solution,
we compute the expected profit per unit of opportunity cost,
Er

Cr
, that would be obtained by using the solution to route r.

We refer to this value as the local normalized profit (LNP).
Typically, requests will have relatively high opportunity costs
if they use more reliable edges, more popular edges, or more
bandwidth (or a combination of these), and should therefore
yield higher expected profits. These requests will therefore
have high LNPs. If either routing solution yields an LNP that is
close to the GNP, then the request is likely to be profitable, and
is therefore admitted. Specifically, let Γ denote the GNP, ΛP

denote the LNP for the single path solution, and ΛP1,P2 denote
the LNP for the pair-paths solution. Then for some threshold
value δ, if Γ− δ ≤ ΛP or Γ− δ ≤ ΛP1,P2 , then r is admitted;
otherwise r is rejected.If r is admitted, we choose the routing
solution which yields a higher LNP. We tested various values
of δ and for our simulations, we chose a value that yielded both
high profit and low violation probability. However, SPs can set
this threshold based on their service goals (eg. a large δ may
increase the number of admitted requests, a small one may
lower the fraction of violated requests, and an intermediate
one may maximize the total number of satisfied requests).
Algorithm 1 describes our provisioning algorithm in detail.

V. NUMERICAL RESULTS

To evaluate the performance of our algorithms, we simu-
lated a dynamic network environment similar to those used
in previous studies ([6, 9, 11, 14]). The request arrival
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Fig. 2. Sample network topology.

process is Poisson and the request holding-time follows a
negative exponential distribution with unit mean. For sim-
plicity, we assume failures occur independently. For the re-
sults we present, we assume that our algorithm knows the
distribution of failure repair times. We tested our algorithm
using a variety of distributions: exponential (exp(1/MTTR)),
normal (N(MTTR, (.3×MTTR)2) and N(MTTR, (.8×MTTR)2)),
and uniform (U(.7×MTTR, 1.3×MTTR) and U(.2×MTTR,
1.8×MTTR)). Although we present only the results of the
exponential distribution, we found that for all distributions,
our algorithm outperformed the previous approach in terms
of admission, SLA satisfaction, and expected profit. We also
tested our algorithm under a setting where the algorithm’s
assumed repair time distribution does not match the actual
one, and found that although it does not perform as well,
it still outperforms the previous approach. This shows that
more accurate knowledge of the distribution of repair times
is helpful; this information may be obtained using statistical
data on the actual repair times.

For our simulations, we used the sample topology shown in
Figure 2. The network is fully wavelength convertible. There
are 16 wavelengths per link, and the capacity of each is OC-
192 (≈10Gbps), a realistic measure for today’s channel speeds.
The bandwidth requested is an integral multiple of STS-1
(≈50Mbps). Link availabilities are uniformly distributed over
{.99, .999, .9999}.

SLA requirements are distributed as follows. Requested
availabilities are uniformly distributed over four service
classes: .995, .999, .9999, .99999, and penalty periods are
uniformly distributed over either 1 or 2 months. Bandwidth
requirements are distributed such that 85% of the requests
are for OC-1, 10% are for OC-12, and the remaining 5%
are for OC-96. These settings are similar to those used in
previous studies ([9, 14]). SLA fees and penalties are linearly
correlated with the bandwidth and availability requirements.
Specifically, if b is the bandwidth request, then the SLA fee
is 50b, 100b, 200b, or 300b for availability requirements of
.995, .999, .9999, and .99999, respectively. For every request,
the fee is equal to the penalty, so if the requested availability
is not satisfied, the fee must be forfeited. (We also tested
other pricing policies that are described in Section V-A.) We
simulated 10,000 connection requests for various load levels2.
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Algorithm 1. Given: Graph G = (V,E),
Γ =Global Normalized Profit (GNP), δ is admission threshold

1: Assign each link ℓ ∈ E a unit cost wℓ.
2: for all requests < s, d, b, a, T, f, y >:
3: Find a set of cheap single s−d paths. Choose the path, P ,

with capacity at least b and minimum violation probability.
4: Find a set of cheap pairs of disjoint s− d paths. Choose

the pair of paths, P1 and P2, such that both paths have
capacity at least b, and the system of paths has minimum
joint violation probability.

5: ΛP ← local normalized profit (LNP) for single path P
6: ΛP1,P2 ← LNP for the pair of paths P1 and P2

7: if Γ− δ > ΛP and Γ− δ > ΛP1,P2 , then
8: Reject the request.
9: else if ΛP ≥ ΛP1,P2 then

10: Route the request using P . P̄ ← P .
11: else
12: Route the request using P1 and P2. P̄ ← P1 ∪ P2.
13: For each link ℓ in P̄ , reduce the capacity of ℓ by its new

flow and increment wℓ.
14: When a request departs:
15: Decrement the cost of all links used to route the request

and restore capacity on these links.
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A. Comparing to Availability-Based Provisioning

We first compare our SLA-based provisioning algorithm to
the availability-based approach. Figure 3 shows the admittance
rate for each algorithm. For low load (10-30 Erlangs), our
SLA-based algorithm admits approximately 1.5 times as many
requests as the availability-based approach. Similarly, Figure 4
shows that our algorithm satisfies at least 1.5 times as many
requests as the competing algorithm. Figure 5 shows that
though our algorithm admits significantly more requests than
the competing algorithm, it is still able to satisfy a higher
percentage of the availability requirements of the requests that
it admits. The expected profits acquired by each algorithm are
shown in Figure 6. Our algorithm achieves significantly more
profit than the previous algorithm (more than twice as much

2Load, measured in Erlangs, is defined as the product of the connection
arrival rate, the average connection-holding time, and a connection’s average
bandwidth normalized to units of OC-192.

for all load levels). We note that since the expected profit
heavily relies on the fees and penalties, the comparison shown
is dependent on the pricing policy and may vary somewhat in
real-world settings. The results shown in Figs. 3-5 provide a
more realistic comparison since these results do not heavily
rely on predefined values. However, to get an understanding
of how our algorithm performs under varying pricing policies,
we also tested the algorithms using different pricing schemes
(specifically, for fee f and penalty y we use: f = 2 × y and
f = 3 × y) and found that our algorithm still outperformed
the previous approach.

B. Comparing Admission Control Strategies
An important advantage of our admission control policy

is that it can be easily adapted to fit the needs of SPs with
different goals. By adjusting the admission threshold, δ (see
Section IV-C2), the SP can control the stringency of the policy.
We now compare three adaptations of our admission control
policy: (1)Admit-All (2)Admit-Most, and (3)Admit-Few.

In the Admit-All scheme, all requests are admitted, regard-
less of their expected profits and violation probabilities, as long
as there is sufficient network capacity. An SP whose goal is
to accommodate as many customers as possible, at the risk of
violating several SLAs, may choose this policy.

In the Admit-Most scheme, requests that are likely to be
profitable are admitted and less profitable requests are rejected.
An SP whose goal is to accommodate many customers while
achieving high customer satisfaction by providing typically
reliable service, may choose this moderately aggressive ad-
mission policy. Admit-Most is the approach we took for our
simulation results in Section V-A.

***Revised (threshold values)***
For our simulations, we used a fixed threshold value and

admitted the requests that yielded a profit higher than this
threshold. A useful feature of our approach is that SP’s can
tune this threshold according to their preferences.

Finally, in the Admit-Few scheme, a request is admitted
only if its satisfaction probability is higher than a predefined
threshold (as in the Admit-Most scheme, SP’s can tune this
threshold value). An SP whose goal is to always provide highly
reliable service may choose this policy.

***Revised added***
The choice for the admission control scheme may also

depend on the urgency levels of requests. For example, SPs
who service hospitals or other medical institutions may choose
the Admit-Few scheme to ensure that all of their connections
will be very reliable. On the other hand, SPs who provide less
urgent services may find that the more flexible Admit-All or
Admit-Most scheme is a better fit for their needs.

Figures 7-8 show that the Admit-Few policy achieves the
highest rate of satisfaction among admitted requests, although
this approach yields the lowest expected profit. On the other
hand, the Admit-All policy yields the highest expected profit
but violates the SLA of many admitted requests. Note that
using the Admit-All policy may result in another indirect cost,
namely, the long-run cost of losing customers (and potential
future revenue from them) due to SLA violations. The Admit-
Most policy achieves both high satisfaction without sacrificing
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much profit, and therefore may be a good approach for many
realistic settings. The results in Figs. 7-8 indicate a notable
tradeoff between request satisfaction and profit. **Revised
added*** Although the Admit-All policy may initially yield
high profit, this profit may not be long-term since customers
are likely to switch to a more reliable SP. Therefore, SPs
should decide, based on their goals, whether it would be more
beneficial to reject some requests but satisfy a large portion
of admitted requests, or admit all requests and violate several
of them.

VI. CONCLUSION

We proposed a profit maximizing solution for provisioning
and admission control of SLA requests. Most previous algo-
rithms used statistical availabilities to determine if a request
can be provisioned to meet its SLA requirements; however, our
algorithm considers the actual SLA satisfaction probability.
Our approach performs (1) efficient SLA-aware routing that
considers both single paths and pairs of paths to route a request
with low violation probability, and (2) intelligent admission
control that admits a request based on its expected profit and
opportunity cost. Results show that our algorithm outperforms
the previous approach in terms of admission, SLA satisfaction,
and expected profit.

An advantage of our approach is that it allows SPs to adjust
parameters based on their admission goals and the urgency of
the requests they receive. We compared three variations of our
admission policy: (1) Admit-All, where all requests that could
meet their bandwidth requirement were admitted regardless
of their violation probabilities, (2) Admit-Most, where the
requests that were likely to be most profitable were admitted,
and (3) Admit-Few, where only requests with the highest
satisfaction probabilities were admitted. Our simulation results
show that for our network settings, Admit-Most is best as
it achieves both high profit and high satisfaction rates for
admitted requests.
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