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Multivariate questions

Which items are most alike?

Which items are most exceptional?

How can these items be combined into logical groups based on 
similarity?

Few, “Now You See It”
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Bivariate
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Trivariate
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Hypervariate
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MultiD Scatterplots

http://www.doka.ch/Excel3Dscatterplot.htm

or just add another axis
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Scatterplot matrix

http://ericksondata.com/wp/2012/150-varieties-of-hops/
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Scatterplot matrix

http://junkcharts.typepad.com/junk_charts/2010/06/the-scatterplot-matrix-a-great-tool.htmlhttp://www.statsoft.com/support/blog/entryid/212/finding-the-right-pieces-to-the-puzzle
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Trellis plot

Few, “Now You See It”
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Trellis plot
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Trellis graph - not just scatterplots

http://www.personal.reading.ac.uk/~sns97aal/SPStrellis.html
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Small multiples

Heer et al., “A Tour Through the  Visualization Zoo”
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Small multiples

Tufte. The Visual Display of Quantitative Information

http://jeffreymilanetti.wordpress.com/2012/11/
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Small multiples

1976 
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Embedded visualization
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Multidimensional scaling
Calculate the similarity of all pairs of records using some distance 
function

Create a map that maps each record into our 2 (or 3) dimensional 
space

Calculate the similarity of all pairs of points

Compute the stress on the system as function of the difference 
between the similarity of the points and the similarity of the original 
records

If the stress is above some threshold, move points to reduce stress and 
repeat
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Multidimensional scaling
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Dust & Magnet

Yi, Melton, Jacko, Stasko, “Dust & Magnet: Multivariate Information Visualization using a Magnet Metaphor”
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Dust & Magnet

http://www.cc.gatech.edu/gvu/ii/dnm/
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RadViz
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Line graphs

superimposed stacked

ordered superimposed ordered stacked
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Stacked area chart

http://vizwiz.blogspot.com/2012/10/stacked-area-chart-vs-line-chart-great.html
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Stacked area chart

http://vizwiz.blogspot.com/2012/10/stacked-area-chart-vs-line-chart-great.html
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Parallel Coordinates

Tuesday, April 1, 14



Parallel Coordinates
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Parallel Coordinates in D3

http://bl.ocks.org/jasondavies/1341281
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Parallel Coordinates

Xmdv
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Parallel Coordinates

Xmdv
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Parallel Coordinates

Xmdv
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Clustering Parallel Coordinates
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Angular brushing

Figure 3. Brushing parallel coordinates, an ex-
ample: all cars with four cylinders are marked
and emphasized (only four data dims. shown).

for example, a user could focus on cars with four cylin-
ders by brushing the respective portion of the cylinders-
axis. See figure 3 for a sample view – note, that the third
axis (“Acceleration”) was flipped, since values are given in
seconds ’til 60MPH, and therefore a smaller number repre-
sents a higher acceleration.
In our application of visually investigating multi-

dimensional and large data-sets originating in a physically-
based simulation of dynamic processes (computational fluid
dynamics, CFD, for example, see section 5 for more de-
tails), we found standard brushing of parallel coordinates
very useful, however, we needed to go further. The re-
quirement was to specify a focus not only in dependence
of one data attribute (one dimension), but to do so with re-
spect to at least two of them – like brushing all those data-
points which feature a -velocity larger than the respective
-velocity. The consequence was to introduce a new brush-
ing technique which we called angular brushing.

2.1. Angular Brushing of Parallel Coordinates
One strength of parallel coordinates is its effectiveness of
visualizing relations between coordinate axes. Bringing
axes next to each other in an interactive way, the user can
investigate how values are related to each other with spe-
cial respect to two of the data dimensions. This way, it is
not only possible to see whether data-points exhibit high
or low values in single dimensions, but also their relation
can be understood. More specifically, the slope of the line-
segments in-between two axes tells the user, whether there

Figure 4. Reading between the lines: whereas
most line-segments go up in-between the 2nd
and the 3rd axis (visualizing a positive correlation
of values there), just a few go down – those have
been emphasized through angular brushing.

is a positive or negative correlation in-between values (of
course assuming that the user set up a proper mapping).
Outliers also can be easily found with respect to two data
dimensions – when all but a few line-segments have a posi-
tive slope, then the few others clearly stand out (see figure 4
for an illustration).
In this paper, we demonstrate how this feature of par-

allel coordinates easily can be exploited for an extended
brushing technique, i.e., angular brushing. In addition to
standard brushing, which primarily acts along the (paral-
lel) axes, we enable the space in-between axes for brushing
interaction, as well. The user can interactively specify a
sub-set of slopes which then yields all those data-points to
be marked as part of the current focus, which exhibit the
matching correlation in between the brushed axes. See fig-
ure 4 for an example, where all negative slopes have been
marked in-between the second and third axis.
Angular brushing as described above is a useful exten-

sion to parallel coordinates, also because it very well corre-
sponds to the effective visual cues provided by parallel co-
ordinates. Inherently, angular brushing opens the extended
field of brushing multi-dimensional properties of high-
dimensional data-sets. In addition to composite brushes
which are composed multiple single-axis brushes by the use
of logical operators (see also below in section 2.3), angular
brushes allow the selection of rational properties with re-
spect to two of the data dimensions. When compared to
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Hauser et al. “Angular brushing of extended parallel coordinates”
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Parallel Sets

Kosara et al. “Parallel sets: Interactive exploration and visual analysis of categorical data” 
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Mosaic plot (or Marimekko plot)
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Mosaic plot (or Marimekko plot)
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Mosaic plot (or Marimekko plot)
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Aside: Simpson’s paradox
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